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Lecture №1

Сrystal structure of semiconductors.
Lecture plan
1. The Lattice and the Basis.
2. Primitive Cell and Bravais Lattices.

3. Miller Indices and Notation.

4. The Reciprocal Lattice.

5. Wigner-Seitz Cell.

6. Brillouin Zones.

1. The Lattice and the Basis.
A crystal is a regular, ordered arrangement of atoms over a large scale. The atoms may be of a single type or the repetition of a complex arrangement of many different types of atoms. The crystal can be thought of as consisting of two separate parts: the lattice and the basis. The lattice is an ordered arrangement of points in space, while the basis consists of the simplest arrangement of atoms which is repeated at every point in the lattice to build up the crystal structure. A good analogy is patterned wallpaper. The basis is like a motif on the wallpaper and the lattice would be periodic pattern of points on which of the motif is repeated. The lattice points correspond with the centre of the basis, but this does not have to be the case.

The points on the lattice are specified using vectors. Lattice vectors are the shortest distances to the nearest neighboring points on the lattice and are conventionally denoted by a, b and c. The angles between these vectors are given the symbols, α, β and γ. A simple two-dimensional example is shown in Figure. 1. Any two lattice points can be reached using a combination of the lattice vectors a and b. Obviously, in three dimensions, any point on the lattice can be reached using a combination of the three lattice vectors a, b and c. In 2-dimensions this is,


The basis vector, R is a vector from one lattice point to another in terms of the lattice vectors. Since the lattice looks the same (invariant) in going from one lattice point to another, the lattice has translational symmetry.
2. Primitive Cell and Bravais Lattices.
The primitive cell is the smallest part of the lattice that if repeated would reconstruct the entire crystal structure.

The unit cell - is a volume repeated throughout the entire lattice. The unit cell does not have to be the primitive cell.

The Fourteen Bravais Lattices.
The ways in which we can specify the lattice points in space and keep translational symmetry is limited. In 1848, Auguste Bravais demonstrated that there are in fact only fourteen possible point lattices and no more. For his efforts, the term Bravais lattice is often used in place of point lattice.
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Figure 1.1. Lattice vectors are a linear combination of the basis vectors.

Table 1.1. Seven crystal systems make up fourteen Bravais lattice types in three dimensions.

	System
	Number of Lattices
	Lattice Symbol
	Restriction on crystal cell angle

	Cubic
	3
	P or sc, I or bcc, F or fcc
	a=b=c, α =β =γ=90°

	Tetragonal
	2
	P, I
	a=b≠c, α=β =γ=90°

	Orthorhombic
	4
	P, C, I, F
	a≠b≠ c, α=β =γ=90°

	Monoclinic
	2
	F, C
	a≠b≠ c, α=β=90 °≠β

	Triclinic
	1
	P
	a≠b≠ c, α≠β≠γ

	Trigonal
	1
	R
	a=b=c, α=β =γ <120° ,≠90°

	Hexagonal
	1
	P
	a=b≠c, α =β =90°,γ=120°


P - Primitive: simple unit cell;

F - Face-centred: additional point in the centre of each face;

I - Body-centred: additional point in the centre of the cell;

C - Centred: additional point in the centre of each end;

R - Rhombohedral: Hexagonal class only.

3. Miller Indices and Notation.
Miller Indices are used to identify planes of atoms within a crystal structure. Miller indices are written as three digits between brackets, (100) for example. Given the intercepts of the plane with the crystallographic axes. (directions of the lattice vectors), joining the intercepts with lines defines a plane which cuts through the crystal. The Miller indices are calculated by taking the reciprocal of the intercepts and multiplying them by their highest common factor. Negative numbers are represented by placing a bar over the top of the digit. If this sounds at all complicated, it is easily illustrated with a few examples. If the intercept is at infinity, then the plane is parallel to that axis and the Miller index is zero.
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Figure 1.2. Example Miller indices showing the plane of atoms they represent

The diligent reader may have noticed that due to the symmetry of the unit-cell of the lattice, certain planes are equivalent. In the cubic lattice, for example, (100) is equivalent to five other planes, (010), (001), (100), (010), (001) and to acknowledge this, the set of Miller indices is written {100} which means the set of (100) planes equivalent by virtue of symmetry. The beauty of this system is that similar planes can be identified in any of the Bravais lattice point groups. The Miller indices are also similar in the way in which planes are described in mathematical terms.

As we saw earlier, a vector from one lattice point to another can be specified in terms of the lattice vectors of the primitive cell. A common shorthand notation to show the lattice vector directions is to write the three vector components coefficents in square brackets [uvw ] where u, v, and w are integers, although it is important not to confuse these with Miller indices. The direction is then
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Equivalent directions are designated using angled brackets <uvw >.

4. The Reciprocal Lattice.

The reciprocal lattice is the collection of points that represent allowed values of wavevectors for Fourier series and Fourier transforms with the periodicity of the lattice. The value of k allowed for any vector is given by
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where f(k) is the Fourier transform of f(r). The value of k for a second point (also on the lattice) f(r+R) is
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Since the lattice is periodic, we would expect that any 2 points on the real-space lattice would return the same value of k. Therefore, equations (1.3) and (1.4) become equal if
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This restriction allows only certain vectors {k}. Vectors that satisfy (1.5) are given by
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Finally, the vector k is more conventionally given the symbol G.
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(1.7)

Where h,j,l are integers and the vectors a * , b * and c * are the reciprocal lattice vectors. In terms of the lattice vectors a , b , c the reciprocal lattice vectors a * , b * and c * are given by:
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 (1.8)
The denominators in (1.7) are the volume of the unit cell and so act as a normalisation constant. Using the relations for the lattice and the reciprocal lattice the transformation from real lattice to reciprocal lattice can be calculated.

5. Wigner-Seitz Cell.
The Wigner-Seitz cell is a primitive cell which displays the full symmetry of the lattice. The Figure below shows the construction of a Wigner-Seitz cell. In reciprocal space, the Wigner-Seitz cell is also a Brillouin zone and we shall use it to construct Brillouin zones later.

	[image: image10.png]



	a) Select a lattice point and draw construction lines to the nearest neighbouring points.
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	b) Draw lines that perpendicularly bisect the construction lines
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	c) The smallest enclosed area represents the Wigner-Seitz cell. Here shown in orange.


Figure 1.3. Construction of the Wigner-Seitz cell.

6. Brillouin Zones.
The Brillouin zone is defined in the reciprocal lattice as the volume enclosed within a Wigner-Seitz cell. At the boundaries of the Brillouin zone, the Bragg diffraction condition in the reciprocal lattice must be satisfied.
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k' is the wavevector of the diffracted wave and k is the incident wavevector and G is a reciprocal lattice vector. Squaring (1.9) gives,
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(1.10)

and assuming the wave is elastically scattered, then k' 2 = k 2 . Equation (1.10) becomes 2 k × G =- G 2 . Finally, if G is a lattice vector then so is - G and the equation can be rewritten as
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The geometric interpretation of equation (1.11) is that the diffraction condition is satisfied if k lies in the plane that perpendicularly bisects the lattice vector G.
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Figure 1.4. The geometric interpretation of the Bragg diffraction condition that gives rise to Brillouin zone boundaries.

In order to construct the Brillouin zones (BZ), we use the construction method for the Wigner-Seitz cell (WS) outlined above but using the reciprocal lattice space. Further Brillouin zones can be constructed by taking the next nearest set of lattice points from the starting point and repeating the process.

Since the lattice and reciprocal lattice are related, the WS cell defined in real space and the WS in k-space are also related. In particular, the WS defined in the bcc real space lattice gives a fcc BZ in reciprocal lattice and vice versa.

Points of symmetry on the Brillouin zone are given particular importance especially when determining the bandstructure of the material.

Electrons in the semiconductor are perturbed by the potential of the crystal. The bandstructure of the semiconductor are the allowed energies that the electrons can have. These bands of energy vary with k-space (reciprocal lattice space). Therefore, points of high-symmetry on the Brillouin zone have specific importance. Perhaps the most important, at least for optoelectronic devices, is at k = 0 which is known as the gamma point. As you might expect, it is given the symbol, Γ .
	Lattice Real Space
	Lattice k-space
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bcc WS cell
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fcc WS cell
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Figure 1.5. The transformation of the WS cell of bcc lattice in real space transforms to a Brillouin zone in a fcc lattice in reciprocal space while the WS cell of a fcc lattice transform to a Brillouin zone of a bcc lattice in reciprocal space.
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Figure 1.6. Some important symmetry points on the Brillouin zone of a fcc crystal (real space) and directions of planes. 

Table 2. k-vectors of the important symmetry points for the fcc crystal structure. The indices for X points are a cyclic permutation of axes. E.g. If i=x then j=y, k=z. If i=y then j=z and k=x, etc.

	Symmetry Point
	k

	Γ
	kx= 0, ky= 0, kz= 0

	X
	{ki= ±2π /a, kj= 0, kk= 0}

	L
	{kx= ±π/a, ky= ±π/a, kz= ±π/a}


Lecture №2

Methods of forming semiconductors elements.

Lecture plan

1. Single Crystal Growth.

2. Wafer Preparation.
1. Single Crystal Growth.
1.1 Liquid Encapsulated Czochralski Crystal Growth (LEC).
The first step in making any device is to start with a wafer of semiconductor material. These wafers are sliced from a large single crystal known as a boule. Figure 2.1 shows the apparatus used to grow the boule. A small seed crystal of the material to be grown is lowered to the surface of the melt and then drawn upwards, slowly.
As the seed crystal is pulled from the melt, it draws with it a layer of molten material. This material cools gradually, taking on the same crystalline structure as the seed crystal. Pellets of dopant material are added to the melt if extrinsic semiconductor material is required. Making compound semiconductor crystals is somewhat more difficult because the vapour pressures of the constituent materials are different. At the temperature required to melt the higher temperature material, the lower melting-point material has evaporated. Evaporation can prevented by the use of a liquid lid or encapsulate. The encapsulate must of course be made of a material that is less dense than the material in the crucible and must not be absorbed in the melt. For making Indium Phosphide crystals, a Boric-Oxide (B 2 O 3 ) encapsulate, coupled with a high pressure of inert gas in the chamber, prevents the volatile phosphorous from vaporising from the melt.
Expitaxial Growth Techniques.
Molecular Beam Epitaxy (MBE).
A schematic diagram of an MBE machine is shown in Figure 2.2. Generally, these machines consists of three vacuum sections, of which the growth chamber is the most important. The buffer section is involved in the preparation and storage of the wafers before entering the growth chamber. While the load lock is used to insert and remove samples while retaining the integrity of the vacuum. Samples are loaded onto a rotational magnetic holder known by the acronym, Continual Azimuthal Rotation (CAR). Cyropanels are used in conjunction with the vacuum system to keep the partial pressure of undesirable gases such as CO 2 and H 2 O around 10 -11 Torr. The principle of operation is that gaseous substances are bound to the cold surfaces within the pump by means of cryocondensation, cryosorption or cryotrapping. Epitaxial growth starts with the many heated cells, called effusion cells or Knudsen cells, that contain a compound required for the addition of a particular atomic species into the vacuum chamber. Each sources is independently heated until atoms of the source material are able escape by thermionic emission. An advancement of MBE, Gas Source MBE (GSMBE), uses room temperature gases for the source materials, thus avoiding significant contamination problems and the necessary higher substrate temperatures that can cause segregation of dopant atoms.
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Figure 2.1. Liquid Encapsulated Czochrazski crystal pulling chamber.
Within the ultra-high vacuum, the free atoms have a long mean-free path and collisions with other atoms are infrequent. Atoms from the sources are able to travel in a straight line until they collide with the substrate material. A computer remotely operates the shutter controls, allowing the emission of different species of atom to be directed at the substrate. The typical rate of growth with MBE is around a single mono-layer per second. Although slow, this allows for abrupt changes in material composition. Under the right conditions, the beam of atoms will attach to the substrate material and an epitaxial layer will begin to form.
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Figure 2.2. Schematic diagram of MBE machine.
Control over the thickness is determined using an ion gauge mounted to face the beam sources. The Beam Equivalent Pressure (BEP) of the material sources can be used to measure the rate of growth of the layers. Alternatively, Reflection High-Energy Electron Diffraction (RHEED) is another useful measuring technique. Electrons are emitted from an electron gun at a glancing incidence to the CAR. The reflected and diffracted electrons emit light in a distinctive pattern when they strike a phosphor screen. Figure 3 shows the process simplified. Starting from a flat substrate, the electrons are not scattered greatly and are recorded as an intense beam. As material is deposited on the surface, the atoms create islands of epitaxial growth with a concomitant decrease the reflectivity of the surface of the material as the electrons are scattered. As the deposition process continues, material builds up on the surface, the islands join together and create new flat surfaces with the original substrate becoming voids in the newly created material. As yet more material forms, the voids begin to fill up and the reflectivity increases once again, although in reality, the reflectivity does not reach as high a value, since the process of deposition is random and the surface never regains the completely flat profile of the initial polished substrate. By monitoring the oscillations in the reflectivity one can estimate the thickness and rate of growth of the epitaxial material.
[image: image24.png]MONOLAYER GROWTH ELECTRON BEAM

o1l _
‘/.L.nml

RHEED SIGNAL

110y





Figure 2.3. Reflection High-Energy Electron Deflection (RHEED) measurement system. Electrons are scattered more when a new mono-layer of atoms are being form. The intensity of the RHEED signal oscillates as new layers are progressively formed.

Metal-Organic Chemical Vapour Deposition (MOCVD).
MOCVD or MOVPE (Metal-Organic Vapour Phase Epitaxy) is another widely used method of creating controllable epitaxial layered structures by atomic deposition over a substrate material.

The substrate wafer is placed on a graphite susceptor inside a reaction vessel and heated by an RF induction heater. The temperature depends on the type of compounds grown, but it is usually between 500 ° C and 700 ° C. Growth occurs in an atmosphere of hydrogen at a pressure between 100 and 700 Torr. The growth precursors decompose on contact with the hot substrate to form epitaxial layers. Group V precursors are AsH3 (arsine) while group III are Ga(CH3)3 Trimethylgallium (TMG). The other group III precursors shown in the diagram are: Al(CH3)3 Trimethylaluminium (TMA) for Aluminium, In(CH 3 ) 3 trimethylindium (TMI) for Indium, SiH 4 Silane for Silicon, AsH 3 Arsine for Arsenic and Zn(C 2 H 5 ) 2 Diethylzinc (DEZ) for Zinc.
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Figure 2.4. Schematic diagram of the MOCVD process.
2. Wafer Preparation

The next stage of the fabrication process is to turn the single crystal of semiconductor material into many thinly sliced wafers. The boule of semiconductor has a non-uniform diameter. In commercial wafer processing, high yields depend on the uniformity of the wafers. The semiconductor crystal is machined on a lathe into a cylinder. The orientation of the crystal planes is fixed by the seed crystal, usually {100}, for many semiconductors including InP. The orientation within the plane must be fixed by x-ray diffraction. Once the geometry of the cylinder is established, a flat is ground along the its length. In devices such as Fabry-Perot lasers, the wafer has crucial cleavage planes that will form the mirrors. The cylinder is sliced into thin wafers using a diamond annular saw. The cut wafers have some saw marks that must be removed. This is achieved using a combination of mechanical polishing and chemical etching until the surface of the wafer is optically flat.
Wafer Bonding.
Wafer bonding is a method of fusing two semiconductor materials at the atomic level. This method is especially useful in bonding materials such as GaAs and InP which have different lattice constants. The technique has been used successful in creating long wavelength VCSELs with InGaAsP active regions and InP cladding layers bonded to GaAs/AlAs DBRs. ,, . The difference in refractive index of InP and GaInAsP, used is in epitaxial DBR mirrors is very small. At least 30-periods are required to achieve the desired reflectivity. GaAs/AlAs has a greater contrast in refractive index. Therefore fewer periods are required to achieve the same reflectivity but have slightly different lattice constants to InP. (Approx. 5.8Å for InP compared to approx. 5.6Å for GaAs/AlAs.) The wafers to be fused are placed within the quartz reactor. When heated the difference in the thermal expansion of the graphite and the quartz reactor cause the wafers to be compressed together. For successful fusion to occur, the wafers must be optically flat and free of contaminants. VCSELs created with the method showed normal device characteristics indicating the integrity of the fusion boundary. However, the effects of strain between the two kind of semiconductor at the boundary make the long-term reliability uncertain.
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Figure 2.5. A schematic diagram of a wafer bonding vessel.
3. Mircofabrication.

Lithography.
Masks are created to define areas that will be protected or removed during the lithography stage. Photoresist is spin-coated onto the semiconductor wafer. A photoresist is a light-sensitive material that on exposure to ultra-violet light causes it to undergo a chemical reaction. This is similar to the action of light on a photographic film. The photoresist is developed creating a negative Image of the mask. An etchant will selectively etch away the material not protected by the photoresist. There are two types of photoresist that react in differently on exposure to ultra-violet light. If the photo-resist hardens on exposure to the light, when the excess resist is removed a negative copy of the mask is left behind and hence it is known as a negative photo-resist. Positive resists are designed to degrade on exposure to light. When developed, the resist is deposited in those areas where the light did not expose the resist, resulting in a positive copy of the mask.

For VCSELs, the typical dimensions of the contacts are suitable for ultra-violet light lithography to be used. The smaller features such as those found in integrated circuits require smaller wavelengths of light to be used. As more components are packed onto a single chip, this demands the use of techniques such as electron-beam lithography or x-ray lithography.

Metalisation.
There are three techniques that are commonly used to create contacts: thin-film vacuum evaporation, sputtering and electroplating. With vacuum evaporation, the device is suspended above a Tungsten or Molybdenum boat containing the metal to be deposited on to the surface of the device. The boat is heated either by applying a current through it or by electron bombardment, vaporising the metal within the boat. Within the vacuum, atoms of the metal are emitted from the surface and travel in all directions, condensing on the inside of the bell-jar. A mask is used to control the geometry of the evaporated film on the device.

Sputtering also takes place within a bell-jar. The bell-jar is evacuated and an inert gas such as Argon is bled into the jar keeping a background pressure of 10 -2 Torr. The material to be deposited onto the surface acts as the cathode. When a high-voltage of 2-6kV is applied, the gas is ionised and the positive ions are accelerated to the cathode. The ions have sufficient energy to eject atoms of the cathode material. The mean free path of the atoms is long enough under the conditions of vacuum within the bell-jar to eventually coat the surface of the semiconductor.

Electroplating has the material to be plated acting as a cathode. Submerged in an aqueous solution of metal salts, a voltage applied across the cathode and anode causes the metal decomposes coating the substrate. Electroplating is more simple and cheaper than evaporation or sputtering. However, the resulting metallic coating is difficult to control in thickness, less pure than either evaporation or sputtering and with surface topography that relatively poor.

Etching.
Etching may be required in the fabrication of VCSELs, for example to create the mesa structure of air post VCSELs or in creating areas for re-growth for current blocking layers. The most common method of etching material is chemical etching. Table 1 lists some chemical etchants, the materials they are designed to etch and the rate of etch.

The etching rate is also effected by the plane of atoms that is presented to the etchant. A {111} plane of atoms is more closely packed than a {100} plane, leading to a slower etch rate. The atomic plane can also affect the shape of etch produced. Etching {100} planes leads to pyramidal holes in Si. Other form of etching including: ion etching, plasma etching and reactive plasma etching.

Table 2.1. Common etchants for various semiconductor materials and etch rates.

	Etchant and ratio of mixture
	Material Etched
	Approx. etch rate μ m per min at 20 ° C

	HCl (conc.)
	InP
	5-15

	HCl (conc.)
	Surface oxide on GaAs
	Fast

	HCl (conc.)
	InGaAs
	<0.02

	HCl:H 2 0 (2:1)
	InP
	8

	HCl:H 2 O (1:1)
	InP
	0.7

	HCl:H 2 O (1:2)
	InP
	0.09

	H 3 PO 4 :HCl (1:1)
	InP
	2.5

	H 3 PO 4 :HCl (1:2)
	InP
	4.8

	H 3 PO 4 :HCl (1:3)
	InP
	6.6

	H 3 PO 4 :HCl (3:1)
	InP
	0.75

	H 3 PO 4 :H 2 O 2 :H2O (3:4:3)
	GaAs
	6

	H 2 O:NH 4 OH:H 2 O 2 (20:2:1)
	GaAs
	0.5

	HBr:CH 3 COOH:K 2 Cr 2 O 7 (1:1:1)
	Most III-V compounds
	2-5

	H 2 O 2 :NH 4 OH:H 2 O (0.7:2:100)
	GaAs
	0.1

	H 2 SO 4 :H 2 O 2 :H 2 0 (1:8:80)
	InGaAs
	0.5

	Br:CH 3 OH (1:100)
	Most III-Vs
	1-10

	HCl:H 2 O 2 :H 2 O (1:4:80)
	GaAs
	1


Lecture №3
Energy levels in semiconductors.
Lecture plan

1. Basics of band theory.
2. Band Structure and Effective Mass.

3. The Fermi Level and Intrinsic Semiconductors.

4. The Fermi Level and Extrinsic Semiconductors.

1. Basics of band theory.
The band theory of materials explains qualitatively the difference between these types of materials. Electrons occupy energy levels from the lowest energies upwards. However, some energy levels are forbidden because of the wave like properties of atoms in the material. The allowed energy levels tend to form bands. The highest filled level at T=0 K is known as the valence band. Electrons in the valence band do not participate in the conduction process. The first unfilled level above the valence band is known as the conduction band. In metals, there is no forbidden gap; the conduction band and the valence band overlap, allowing free electrons to participate in the conduction process. Insulators have an energy gap that is far greater than the thermal energy of the electron, while semiconductor materials the energy gap is typically around 1eV. The diagram below shows the differences in metals, semiconductors and insulators in terms of the how the energy bands are separated.
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Figure 3.1. Energy bands for metals, semiconductors, insulator.
Elemental semiconductors are semiconductors where each atom is of the same type such as Ge, Si. These atoms are bound together by covalent bonds, so that each atom shares an electron with its nearest neighbor, forming strong bonds. Compound semiconductors are made of two or more elements. Common examples are GaAs or InP. These compound semiconductors belong to the III-V semiconductors so called because first and second elements can be found in group III and group V of the periodic table respectively. In compound semiconductors, the difference in electro-negativity leads to a combination of covalent and ionic bonding. Ternary semiconductors are formed by the addition of a small quantity of a third element to the mixture, for example Al x Ga 1-x As. The subscript x refers to the alloy content of the material, what proportion of the material is added and what proportion is replaced by the alloy material. The addition of alloys to semiconductors can be extended to include quaternary materials such as Ga x In (1-x) As y P (1-y) or GaInNAs and even quinternary materials such as GaInNAsSb. Once again, the subscripts denote the proportion elements that constitute the mixture of elements. Alloying semiconductors in this way allows the energy gap and lattice spacing of the crystal to be chosen to suit the application.

Intrinsic semiconductors are essentially pure semiconductor material. The semiconductor material structure should contain no impurity atoms. Elemental and compound semiconductors can be intrinsic semiconductors. At room temperature, the thermal energy of the atoms may allow a small number of the electrons to participate in the conduction process. Unlike metals, where the resistance of the material decreases with temperature. For semiconductors, as the temperature increases, the thermal energy of the valence electrons increases, allowing more of them to breach the energy gap into the conduction band. When an electron gains enough energy to escape the electrostatic attraction of its parent atom, it leaves behind a vacancy which may be filled be another electron. The vacancy produced can be thought of as a second carrier of positive charge. It is known as a hole . As electrons flow through the semiconductor, holes flow in the opposite direction. If there are n free electrons in an intrinsic semiconductor, then there must also be n holes. Holes and electrons created in this way are known as intrinsic charge carriers. The carrier concentration, or charge density, defines the number of charge carriers per unit volume. This relationship can be expressed as n=p where n is the number of electrons and p the number of holes per unit volume. The variation in the energy gap between different semiconductor materials means that the intrinsic carrier concentration at a given temperature also varies.

Schematic diagram showing the only the valence electron shell to illustrate intrinsic, p-type and n-type semiconductors.

Often, we are interested in transitions that occur near the bottom of the conduction band minimum to valence band maximum; In this case, it is useful to draw the band structure energy as a function of position, setting the wave vector k=0. In this representation of the energy bands, the donors and acceptors form levels in the energy gap region. At T=0 K, any free carriers from donors and acceptors are bound to their atoms. So there is no conduction. For non-zero temperatures, the sites can be thermally ionised, releasing carriers in the bands so conduction can occur.
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Figure 3.1. Donor and acceptor levels in band gap.
These shallow level impurities are known as hydrogenic impurities. For donor atoms, an electron orbits a lattice site, while for acceptors a hole orbits around a lattice site with residual negative charge. The energy required to ionise these carrier is much less than the binding energy of the hydrogen atom since the effective mass is smaller and the radius of the carrier orbit larger than that of the hydrogen atom. A table of common impurities and their activation energy is to be found in the reference section.
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A rough estimate for the temperature of ionisation is [image: image30.png]1
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 at room temperature. Initially when the temperature is low, excitation from donors and acceptors can be the only source of carriers: in this range the conductivity is extrinsic. In this regime, the doping of the semiconductor determines whether the semiconductor is n-type or p-type. At higher enough temperatures, direct thermal excitation from the valence band to the conduction band swaps the extrinsic density. There is then an equal number of electrons and holes; the conductivity is intrinsic with distinction between n and p.
2. Band Structure and Effective Mass.
The basic description of a semiconductor is its bandstructure, i.e. the variation of energy E with wave-vector k. The most important bands:

· Valence band - the last filled energy level at T=0 K:
· Conduction band - the First unfilled energy level at T=0 K.
The valence band maximum is at k =0, is known as the gamma point. Where the conduction-band minimum also occurs at k =0, the semiconductor is said to be a direct band semiconductor. At non-zero k =0, the semiconductor is an indirect-band semiconductor . In addition to these two main conduction bands, other bands may also be present. In III-V semiconductors, Ge and Si there are 3 valence bands with maxima at k =0. These are the light-hole , heavy-hole and spin-orbit split-off band .

The bands in a semiconductor material are approximated by parabolic functions of k close to the band edges.
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Valence-band: [image: image32.png]i
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The expression for the effective mass is found from the dynamics of a wave-packet, which represents a localised particle. The wave packet is a modulation envelope, with a carrier-wave running through it. The packet is made up of a small spread of frequencies w around a central value w0; these are superimposed on each other. The wave packet moves at the group velocity vg
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(3.4)

If an electric field E f is applied, so that the wave packet moves a distance dx in time dt. The change in energy of the wave packet is
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(3.5)

This change corresponds to a change dk of the central k value k 0 ; it is given by
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(3.6)

We convert this to a time derivative:
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But
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(3.8)

The equation for the acceleration, can be calculated from [image: image39.png]


 

(3.9)
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Substituting for [image: image41.png]dat



 from our first major result,
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(3.11)

Comparing these forms, we see,
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The dynamics of the holes is more complicated. It is necessary to consider one unfilled state in the otherwise filled valence band. The result is that the hole mass acts like a particle with positive charge +e and mass mh given by
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(3.13)

3. The Fermi Level and Intrinsic Semiconductors.
Electrons are Fermions , and thus follow Fermi-Dirac distribution function
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Where μ is the Fermi Energy often denoted E f or chemical potential, in semiconductor physics, is the energy at which there would be a fifty percent chance of finding an electron, if all energy levels were allowed. In order to apply the statistics, we need the density of states in the conduction and valence bands. These are derived from the basic principle that the density of states is constant in k-space. In the conduction band the density of states is given by:
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(3.15)

and the valence band,
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Where E is measured from the top of the valence band.
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(3.17)

The density of electrons in the conduction band is
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(3.18)

In the valence band, the probability of a hole is
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(3.19)

and can be approximated
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(3.20)

A similar calculation yields the hole density
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(3.21)

Calculation of the Fermi level given the carrier concentration is useful in the calculation of laser gain, but since the function is not invertable, there is no analytical method for achieving this. However numerous approximations have been forumulated to calculate the Fermi level.

The value of μ depends on Na and Nd. However μ can be eliminated between (3.18) and (3.21) to give the important relation
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(3.22)

where N c and N v are the prefactors in (3.18) and (3.21) .
[image: image54.png]











(3.23)

As stated, (3.22) holds for all T and independent of the values of N a and N d . In the intrinsic region, the extrinsic density is negligible, and then n=p since each electron excited to the conduction band leaves a hole behind it. In the intrinsic region, therefore
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(3.24)

If we substitute into (3.24) the values of n and p from (3.18) and (3.21)
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This gives the value of μ in the intrinsic region, simple manipulation leads to
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(3.26)

That is, μ is displaced from the middle of the band gap by a temperature dependent term that depends on the ratio of the effective masses.
4. The Fermi Level and Extrinsic Semiconductors.
What happens to μ with temperature when donors and acceptors are present? The charge neutrality condition governs the numbers of carriers.
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(3.27)

where N a - and N d + are the number of ionised acceptor and donor sites. The number of sites that are ionised is:
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(3.28)

A similar argument shows that
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(3.29)

The four terms in (3.27) are given in terms of μ (3.18), (3.29), (3.21) and (3.28) respectively, so μ can in fact be determined from (3.19). The general case has to be dealt with numerically.
We take the case of n-type doping but with some counter-doping:
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(3.30)

at T=0, Na electrons move off donor sites to occupy the acceptor sites. Thus
[image: image63.png]












(3.31)

The donor sites are partially occupied. This is only possible at T=0 if the Fermi-level is at the donor-site energy:
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This will not change for very low temperatures,  [image: image65.png]kT < B,



 , so substitution of the value of μ into (3.18) gives
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(3.33)

It is seen that (3.29) is definitely a low-temperature result. For p-type doping, the result corresponding to (3.33) is
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(3.34)

The important technical region in the n-type material is the temperature range in which all the donors are ionised and the extrinsic electron density is higher than the intrinsic density. Full ionisation means:
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(3.35)

Since Na electrons are required for occupation of the acceptor sites. Comparison of (3.24) and (3.7) gives
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The corresponding results for p-type doping are
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(3.37)
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Note that in this technical region if the counter doping is negligible, [image: image74.png]N, << N,
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, (3.35) and (3.37) simplify to
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(3.39)
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which is what we tell the engineers.
Lecture №4

Kinetic processes in semiconductors.
Lecture plan

1. Einstein–Smoluchowski relation.
2. Electrical mobility equation.
1. Einstein–Smoluchowski relation.
In physics (specifically, in kinetic theory) the Einstein relation (also known as Einstein–Smoluchowski relation) is a previously unexpected connection revealed independently by Albert Einstein in 1905 and by Marian Smoluchowski in 1906 in their papers on Brownian motion. The more general form of the equation i [image: image78.png]


. Where D is the diffusion constant; μ is the "mobility", or the ratio of the particle's terminal drift velocity to an applied force, μ = vd /F; kB is Boltzmann's constant; T is the absolute temperature.

This equation is an early example of a fluctuation-dissipation relation.

Two frequently used important special forms of the relation are:
(Electrical mobility equation, for diffusion of charged particles)
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("Stokes-Einstein equation", for diffusion of spherical particles through a liquid with low Reynolds number)
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(4.2)
Where q is the electrical charge of a particle; μq, the electrical mobility of the charged particle; η is the dynamic viscosity; r is the radius of the spherical particle.

2. Electrical mobility equation.
For a particle with electrical charge q, its electrical mobility μq is related to its generalized mobility μ by the equation μ=μq/q. The parameter μq is the ratio of the particle's terminal drift velocity to an applied electric field. Hence, the equation in the case of a charged particle is given as Stokes-Einstein equation (Eq. 4.1).
In the limit of low Reynolds number, the mobility μ is the inverse of the drag coefficient [image: image81.png]


. A damping constant [image: image82.png]


 is frequently used for the momentum relaxation time (time needed for the inertia momentum to become negligible compared to the random momenta) of the diffusive object. For spherical particles of radius r, Stokes' law gives  [image: image83.png]
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 is the viscosity of the medium. Thus the Einstein-Smoluchowski relation results into the Stokes-Einstein relation (4.2). n the case of Rotational diffusion, the friction is [image: image85.png]¢, = 8&mnr”



, and the rotational diffusion constant [image: image86.png]
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Semiconductor.
In a semiconductor with an arbitrary density of states the Einstein relation is:
[image: image88.png]









(4.4)
where [image: image89.png]


 is the chemical potential, p the particle concentration, V the electrostatic potential (volt), T the temperature (K), [image: image90.png]


 Boltzmann constant, q the charge (C).

This is a proof in one dimension, but it is identical to a proof in two or three dimensions (just replace d/dx with [image: image91.png]


). Essentially the same proof is found in many places, for example see Kubo.

Suppose some fixed, external potential energy U creates a force on the particle [image: image92.png]—dU /dx



 (for example, an electric force). We assume that the particle would respond, other things being equal, by moving with velocity [image: image93.png]


. Now assume that there are a large number of such particles, with local concentration [image: image94.png]


 as a function of position. After some time, equilibrium will be established: the particles will "pile up" around the areas with lowest U, but will still be spread out to some extent because of random diffusion. At this point, there is no net flow of particles: the tendency of particles to get pulled towards lower U (called the "drift current") is equal and opposite the tendency of particles to spread out due to diffusion (called the "diffusion current"). (See drift-diffusion equation.)

The net flow of particles due to the drift current alone is
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(4.5)
(i.e. the number of particles flowing past a point is the particle concentration times the average velocity).

The net flow of particles due to the diffusion current alone is, by Fick's laws
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(4.6)
(the minus sign means that particles flow from higher concentration to lower).

Equilibrium requires:
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(4.7)
On the other hand, in equilibrium, we can apply thermodynamics, in particular Boltzmann statistics, to infer that
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(4.8)
where A is some constant related to the total number of particles. Therefore, by the chain rule,
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(4.9)
Finally, plugging this in:
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 (4.10)
Since this equation must hold everywhere, [image: image101.png]
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Lecture №5

Semiconductor control elements.

Lecture plan

1. Static characteristics of bipolar transistor.
2. Static characteristics of the field effect transistor.

3. Isolated Gate Field Effect Transistor andTransistor with the induced channel.

4. Amplifier stage according to the scheme with a common emitter.
5. Push-pull bipolar power amplifier.

6. Operational amplifier.

1. Static characteristics of bipolar transistor.
Transistors are electro transmitter semiconductor devices with one or more electrical transitions, suitable for enhancing signal power and having three or more external electrodes. The most common transistors have two p-n junction. Two different types of charge carriers are used in dual-junction transistors, so they are called bipolar. Transitions are formed at the boundaries of the three layers from which the transistor is composed. Transistors p-n-p and n-p-n are distinguished depending on conductivity type of extreme layers (Figure 5.1).
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Figure 5.1. Common base transistor connection diagram.
The transition operating in the forward direction is called the emitter and the corresponding extreme layer is called the emitter. The middle layer is called the base. The second transition, offset in the reverse direction, is called the collector and the corresponding extreme layer is called the collector. Each p-n- junction can be supplied with both direct and reverse voltage. Accordingly, four modes of operation of the transistor are distinguished:

1. Cut off mode - both p-n- junction have reverse displacement;

2. Saturation mode - both p-n transitions have a forward offset;

3. Amplification mode - direct shift is applied to emitter transition, and reverse shift is applied to collector transition;

4. Inverse mode - opposite mode is applied to emitter transition, and direct shift is applied to collector transition.
For operation of transistors, constant voltages of external energy sources are connected to their electrodes. In addition to constant voltages, signals to be converted are applied to electrodes. Therefore, the input circuit to which the signal is applied and the output circuit to which it is removed are distinguished. The operation of a bipolar transistor can be analyzed within the framework of four-pole theory. The four-pole has four pairs of leads. Two outputs of input circuit 1, 1 'and two outputs of output circuit 2, 2' (Figure 5.2). The four-pole theory, based on general patterns, uses equations linking input and output characteristics (currents and voltages). Depending on the relationship between input (i (1), u (1)) and output characteristics (i (2), u (2)), there are different sets of parameters of four-terminal (A, B, H, G, Y, Z).
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Figure 5.2. Quadripole circuit.
Depending on which of the electrodes is common to the input and output circuits when the transistor is switched on, common base (CB) circuits, common emitter (CE) circuits and common collector (CC) circuits are distinguished (Figure 5.3).

The properties of transistors for the most heavily used connection circuit (CE) are described by the following four characteristic families:

- Input characteristic shows dependence of base current IB on voltage in base/emitter circuit UBE (under UCE = const).

- Output characteristic shows dependence of collector current ICon collector/emitter circuit voltage UCE at various fixed values of base current.

- Control characteristic is the dependence of collector current IC on base current IB (under UCE= const).

- Feedback characteristic is dependence of base/emitter UBE voltage on collector/emitter UCE voltage at various fixed values of base current.

In case of connection of the transistor according to the scheme with the general base in the transistor p-n-р-type (figure 5.1, a) current from the emitter to the collector through base is caused by charge carriers, nonbasic for base, - holes. When the voltage UEB is positive, the emitter p-n transition opens and the emitter holes penetrate into the base region. Some of them go to the UEB voltage source, and the other part reaches the collector. There is a so-called transit current from the emitter to the collector. It increases dramatically with an increase in IEB and base current.

In the transistor n-p-n- type (figure 2.1, б) transit current through base is caused by charge carriers, also nonbasic for it, - electrons. They are injected from the emitter if UBE voltage is applied to the emitter p-n junction.
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Figure 5.3. Transistor connection diagram.
In a bipolar transistor, emitter, collector, and base currents are interconnected by the equation of Kirchhoff's first law:
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(5.1)
The base current is substantially less than IC and IE, but both IC and IEdepend heavily on it. In a common base scheme, the current gain is:
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(5.2)
Therefore, in a common base circuit, it is possible to amplify the input signal by voltage, but not by current.

In a common emitter transistor circuit, the ratio of collector current increment to base current increment is called current gain:
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(5.3)
It can have values ranging from several tens to several hundred. Therefore, by means of a relatively small base current, it is possible to adjust relatively large collector (and emitter) currents.

The current gain factors α and β Refer to the set of native parameters of bipolar transistors. Another commonly used set of parameters is the set of h-parameters. At low signal level transistor is considered as active linear four-terminal, at which alternating currents and voltages at input ([image: image108.wmf]11
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(5.4)
where,
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 - Output resistance of transistor,
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 - Voltage feedback factor,
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 - Output conductivity of the transistor.

In general, the reference literature on bipolar transistors gives h-parameters for a connection scheme with a common emitter, less often with a common base. One advantage of the h-parameters that led to their use was the ability to determine them from experimental measurements.

2. Static characteristics of the field effect transistor.
A transistor whose principle of operation is based on the use of charge carriers of only one sign (electrons or holes) is called a unipolartransistor (field-effect transistor (FET)).

A unipolar transistor is a three-electrode semiconductor device whose current between the drain and the source is created by an external longitudinal voltage, and the control of the channel section (current in the channel) is carried out by the effect of the field created by the transverse voltage applied to the control electrode-gate – the gate.

Structure and symbol of field-effect transistors with p-n- junction and channels of type n and type p are shown in Figure 5.4, a and 5.4, б. Figure 5.4, в shows an example view of output characteristics ID(UDS) and stop-gate characteristic ID(UGD) of transistor with channel of type n. Three outputs of transistors are indicated: S - a source, D - a drain, G - a gate.
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Figure 5.4. Structure and symbol of field-effect transistors.
When voltage UGD is zero and constant voltage UDS = U0 is applied between the drain and the source, Initial drain current Ic = Istart flows through the channel, which is provided by free electrons, available in the channel of type n. If a control negative voltage is applied between the lock and the source, then near the lock the volume positive charge increases, the number of free electrons decreases, the channel resistance increases, and the drain current decreases. If UGS= Ucut-off (cut-off voltage), the channel is completely shut off and the current is stopped.

With constant voltage UGSand increase of voltage UDSfrom zero, the drain current first increases according to linear law, but at the same time voltage UDGincreases, which leads to channel narrowing, due to modulation of depleted zone p-n junction.

When this voltage reaches the Ucut-off value, the slope of the characteristic ID(UDS) decreases dramatically, and it becomes almost horizontal. This area of the output property family is called the saturation zone. It is where linear signal amplification is provided.

An important characteristic of the transistor is the slope of the gate characteristic in the saturation region:
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(5.5)
All these designations and reasoning are also applicable to the p-channel transistor (Figure 5.4, b), with the only difference that the polarity of the UDS and UGD voltages must be the opposite.

3. Isolated Gate Field Effect Transistor andTransistor with the induced channel.
Insulated gate field transistors are characterized in that the gate is made in the form of a layer of metal separated from the semiconductor channel by a thin insulating layer of silicon oxide. Therefore, they are called MOS transistors (MOS ‒metal-oxide-semiconductor). The channel between the source and the drain of the MOS transistor may be built-in, i.e. specially manufactured or induced. In the first case, the characteristics of the MOS transistor are similar to those of the p-njuction transistor, but differ in the ability to operate with direct gate displacement (in enrichment mode). Figure 5.5 shows the structure, symbol, and characteristics of a transistor with a built-in channel such as n.

The structure, symbol and gate characteristic of a MOS transistor with an induced channel of type n is shown in Figure 5.6. Only small regions of the opposite conductivity type are made in the p-type substrate. When a positive voltage is applied to the gate relative to the source, electrons will be drawn to the gate, while holes from it will be pushed away. At some voltage, called threshold (UGDthr), an n-layer is formed under the gate, closing the n-regions under the source and the drain. The entire gate characteristic will be in the enrichment area.
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Figure 5.5. Structure, symbol, and characteristics of a transistor with a n built-in channel.
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Figure 5.6. MOS transistor with a p-channel
All these designations and reasoning are also applied to a MOS transistor with a p-channel (Figure 5.6), with the only difference that the polarities of the UDS and UGS voltages must be opposite.

4. Amplifier stage according to the scheme with a common emitter.
Depending on the method of turning on the transistor, there are 2: with a common emitter (CE) (Figure 5.7, a), with a common collector (CC) (Figure 5.7, b) and with a common base (CB) (Figure 5.17, b). All circuits can be performed both on a p-n-p and on a n-p-n transistor.

In each of these circuits, one of the terminals of the transistor is a common point, and the other two are input and output. In this case, the bias voltage is applied to the emitter junction in the forward direction, and to the collector junction in the opposite direction. The bias voltage is set by resistors R1 and R2. In the circuit of the emitter and (or) the collector include resistance to limit the current and give the amplifier certain properties. At the input of the amplification stage (often at the output), an isolating capacitor Cin is switched on to prevent direct current from flowing through the alternating signal source.

Scheme with CE (Figure 5.7, a) is used most often. In it, the input signal is supplied to the input circuit of the transistor (base - emitter), and the output voltage is removed from the output circuit of the transistor (collector - emitter). This circuit has a large gain both in voltage (kU) and in current (kI).

In the circuit with OC (Figure 5.7, b), the input signal is supplied to the base – collector circuit, and the output signal is removed from the emitter – collector circuit. This statement does not contradict Figure 5.7, b, because for an alternating signal, the common point has the same potential as +Usup. This circuit is also called an emitter follower, since the output voltage in it is almost equal to the input (kU<1). The circuit has a large coefficient kI, high input impedance, and low output.

[image: image119.png]+ out.
° B © B ©
Vour
—o E £ out
Two-port Gommon Gommon Common

Model Base ‘Emitter Collector




Figure 5.7. Quadripole circuit and transistor connection diagram.
In the circuit with CB (Figure 5.7, в), the input voltage is supplied to the emitter – base circuit, and the output voltage is removed from the collector – base circuit. There is also no contradiction with Figure 5.7, в, since for a variable signal the common point has the same potential as the base potential. This circuit has a large coefficient kU, but the output current is almost equal to the input current (kI<1). In contrast to a common collector circuit, the circuit has a small input impedance but a large output impedance.

The circuit with CE changes the phase of the input signal by 180 °, while in circuits with CC and CB the output voltage coincides in phase with the input.

5. Push-pull bipolar power amplifier.
Different classes of amplifiers are distinguished depending on the range of the amplified input signal and the quality of its transmission through the amplifier. We can distinguish classes such as A, AB, B, C, D.

Depending on the position of the operating point, the following types of analog (current) modes are distinguished on the direct transmission characteristic of the amplification device and the formation of collector current (anode, drain):

1. Class A amplifier - the operating point is selected in the middle of the linear portion of the static characteristic;

2. Class B amplifier - the operating point is selected at the beginning of the linear section of the static characteristic;

3. Class C amplifier - the operating point is selected below the beginning of the linear portion of the static characteristic (amplification of FM signals only).

To transfer significant current and power to the load, the output stages of amplifiers, as a rule, work in class B, i.e. Each half-wave of a sinusoid is formed by its transistor. A simple and frequently used emitter follower on complementary transistors is shown in figure 5.8. Such a repeater is characterized by specific nonlinear distortions due to the nonlinearity of the initial portion of the input characteristics of the transistor (Figure 5.8). As a result, the transfer characteristic of the cascade has a kink in the region of a small input signal (Figure 5.8). With inductive and capacitive loads, distortions are shifted to the region of maximum output voltage.
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Figure 5.8. Block diagram of push-pull bipolar power amplifier.

These distortions can be eliminated or reduced by selecting the quiescent point of transistors in the region of active amplification near the cutoff zone. Then, with a zero input signal, both transistors will be slightly ajar, consuming some insignificant current from the source (one of the possible ways to implement this solution is shown in Figure 5.9). In this circuit, two diodes are connected between the bases, the voltage drop across which compensates for the potential emitter – base barriers of the two transistors.
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Figure 5.9. Transistor wiring diagram for push-pull bipolar power amplifier.
In addition, in this circuit, a small resistance is included in the collector circuit of each transistor, creating negative feedback to compensate for the temperature instability of the transistor characteristics.

6. Operational amplifier.
An operational amplifier (ОA) is a direct current amplifier with a high-impedance differential input, a high gain, and a low zero bias voltage. Two commonly used OA symbols are shown in Figure 5.10.
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Figure 5.10. Operational amplifier.
When a signal is applied to an inverting input, the increment of the output signal is opposite in sign (phase) with increments of the input signal (inverting inclusion of the op-amp). If the signal is applied to a non-inverting input, then the increment of the output signal coincides in sign (phase) with the input signal (non-inverting inclusion). When applying signals to both inputs (differential switching), the increment of the signal at the output is proportional to the difference of the input signals. These three schemes a represented in figure 5.11.
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Figure 5.11. Three wiring diagrams of Operational amplifier.
The conversion of signals in circuits with operational amplifiers is almost exclusively determined by the properties of the external feedback circuits.

So, in the diagrams in Figure 5.11, а, 5.11, b and 5.11 c, the input voltage gains are expressed through external resistances as follows:
а) 
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(5.6)
b) 
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c) 
[image: image128.wmf]1

2

2

1

R

R

U

U

U

K

IN

IN

OUT

=

-

=

, at 
[image: image129.wmf]3

4

1

2

R

R

R

R

=








(5.8)
On operational amplifiers it is possible to build many different devices that convert the size and shape of the signals or generate signals of various shapes.
Lecture №6

Basic of digital electronics.
Lecture plan

1. Basic of Boolean algebra.
2. Basic elements of digital electronics.
3. The universality of the AND-NOT element.
1. Basic of Boolean algebra.
Boolean algebra was developed in the mid- 19-th century by the Irish mathematician George Boole. Boolean algebra (algebra of logic) - the section of mathematics studying regularities and interrelations between the simple statements forming difficult statements. What information carries this or that statement, Boolean algebra is not interested. What matters is that the statement can be either false or true, that is, take only two meanings. On the basis of simple statements it is possible to build complex, the truth of which is related to the truth or falsity of simple. This interrelation is described by Boolean functions 
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Complex statements, in turn, can be true and false, so Boolean functions can only have two values. If truth is assigned a value of 1 and falsity is 0, then all arguments in Boolean algebra will take only two values: 0 and 1.

Only three actions can be performed on variables in Boolean algebra: disjunction (logical addition); conjunction (logical multiplication); inversion (logical negation).

Logical addition (disjunction, OR operation) is indicated by "+" symbol or "v" (from vel (latin) - or): 
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(6.1)
An event is true if at least one of the arguments is true or all of the arguments are true at the same time.

Logical multiplication (conjunction, AND operation) is indicated by a period or "&" symbol:

[image: image132.wmf]1

1

1

1

,

0

0

1

,

0

1

0

,

0

0

0

=

×

×

=

×

=

×

=

×

K







(6.2)
The event is true if all arguments are true at the same time. 

Logical negation (inversion, NOT operation) - indicated by a line above the argument labeling:
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(6.3)
The inversion of the logical sum of two events is called the Peirce's arrow:
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(6.4)
The inversion of intersection is called Sheffer stroke: 
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Algebra of logic uses its laws and axioms. Some of the basic laws of algebra of logic (variable "a" can take the values 0 or 1):
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2. Basic elements of digital electronics.
Logical elements are devices that implement logical functions. They are used to build complex digital signal converters.

Logical elements refer to combinational logical devices (without internal memory). The output signals in them are independent of prehistory and are uniquely determined by the input signals at a given time. Another variation is serial logical devices - the output depends on the input at a given time and the outputs and memory at previous times.

There are 6 main types of logical elements (by main logical operations, Figure 6.1-6.6). The "EXCLUSIVE OR" logical element or modulo 2 adder is also considered as an independent functional node.
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Figure 6.1. AND element.
Two different states of the logical element output parameters can be represented:

a) two levels of output voltage;

b) appearance or non-appearance of output pulses in certain periods of time.

The first method is a potential method of setting logical elements; the second method is pulsed.

The potential method is most common. It distinguishes between negative and positive logic. 

Positive logic - high output voltage level is taken as logic unit, low level as logical zero.

Negative logic - high level is taken as "0," low level - "1." 
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Figure 6.2. OR element.
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Figure 6.3. NOT element.
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Figure 6.4. OR-NOT element (Peirce's arrow).
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Figure 6.5. AND-NOT element (Sheffer stroke).
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Figure 6.6. "EXCLUSIVE OR" element (modulo 2 adder).
3. The universality of the AND-NOT element.
In the advertising and reference literature, NOT-AND logical elements are presented more widely than many other types of logical elements. With this in mind, we will show how all other logical functions can be implemented based on the universal AND-NOT element.

Table 6.1 shows how to connect AND-NOT logical elements to implement any other basic logical functions written in the left column; the symbols of the respective logical elements are placed in the second column of the table 6.1.
Table 6.1. Connection AND-NOT logical elements to implement any other basic logical functions
	Logical function
	Conventional value
	Scheme using only logical AND-NOT elements 
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Lecture №7
Microprocessor systems.
Lecture plan

1. Functional structure of microprocessor.
1. Functional structure of microprocessor.
The processors of even the simplest computers have a complex functional structure, contain a large number of electronic elements and many branched connections. It is necessary to change the structure of the processor so that the complete circuit diagram or its parts have the number of elements and connections compatible with the capabilities of the LSI. At the same time, microprocessors acquire an internal backbone architecture, i.e., all the main functional blocks (arithmetic-logical, working registers, stack, interrupts, interface, control and synchronization, etc.) are connected to a single internal information highway.

According to the number of large integrated circuits (LSI) in a microprocessor set, microprocessors are single-chip, multi-chip and multi-chip sectional.

To justify the classification of microprocessors according to the number of LSIs, it is necessary to distribute all the hardware blocks of the processor between the main three functional parts: operating, control and interface. The complexity of the operating and control parts of the processor is determined by their capacity, command system, and requirements for the interrupt system; the complexity of the interface part with a bit depth and the ability to connect other computer devices (memory, external devices, sensors and actuators, etc.). The processor interface contains several dozens of information buses for data (DB - data bus), addresses (AB) and control (CB).

Single-chip microprocessors are obtained by implementing all the processor hardware in the form of a single LSI or VLSI (very large integrated circuit). As the degree of integration of elements in a crystal and the number of pins in the package increase, the parameters of single-chip microprocessors improve. However, the capabilities of single-chip microprocessors are limited by the hardware resources of the crystal and package. To obtain a multi-chip microprocessor, it is necessary to divide its logical structure into functionally complete parts and implement them in the form of LSI (VLSI). The functional completeness of the LSI of a multichip microprocessor means that its parts perform predetermined functions and can work autonomously.

On Figure 7.1, a shows the functional breakdown of the processor structure when creating a three-crystal microprocessor (dotted lines) containing the LSI of the operational (OP), LSI of the control (CP) and LSI of the interface (IP) processors.

The operating processor is used to process data, the control processor performs the functions of fetching, decoding and calculating the addresses of operands and also generates sequences of microinstructions. Autonomy of work and high speed LIS UP allows you to select commands from memory at a higher speed than the speed of their execution LIS OP. At the same time, a queue of commands that have not yet been executed is formed in the UE, and the data that the OP will need in the next work cycles are prepared in advance. This prefetching of instructions saves the OP time waiting for the operands needed to execute program instructions. The interface processor allows memory and peripherals to be connected to the microprocessor; it is, in essence, a complex controller for information input/output devices. LSI IP also performs the functions of a direct memory access channel.
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Figure. 7.1. The functional structure of the processor (a) and its breakdown for the implementation of the processor in the form of a set of sectional LSIs.

The commands selected from the memory are recognized and executed by each part of the microprocessor autonomously, and therefore, the mode of simultaneous operation of all LSI MP can be provided, i.e. pipelined stream mode for executing a sequence of program commands (execution of a sequence with a small time shift). This mode of operation significantly increases the performance of the microprocessor.

Multichip sectional microprocessors are obtained in the case when parts (sections) of the logical structure of the processor are implemented in the form of LSI with its functional division by vertical planes (Figure 7.1, b). To build multi-bit microprocessors with parallel connection of LSI sections, "docking" means are added to them.

To create high-performance multi-bit microprocessors, so many hardware tools are required that are not implemented in available LSIs that it may also be necessary to functionally divide the microprocessor structure into horizontal planes. As a result of the considered functional division of the microprocessor structure into functionally and structurally complete parts, conditions are created for the implementation of each of them in the form of LSI. All of them form a set of section LIS MP.

According to the purpose, universal and specialized microprocessors are distinguished.

Universal microprocessors can be used to solve a wide range of different tasks. At the same time, their effective performance weakly depends on the problem specifics of the tasks being solved. MP specialization, i.e. its problem orientation to the accelerated execution of certain functions allows a sharp increase in effective productivity when solving only certain tasks.

Among specialized microprocessors, one can single out various microcontrollers focused on performing complex sequences of logical operations, mathematical MPs designed to improve performance when performing arithmetic operations due, for example, to matrix methods for their execution, MPs for data processing in various fields of application, etc. With the help of specialized MPs, it is possible to effectively solve new complex problems of parallel data processing.

According to the type of processed input signals, digital and analog microprocessors are distinguished. Microprocessors themselves are digital devices, but may have built-in analog-to-digital and digital-to-analog converters. Therefore, the input analog signals are transmitted to the MP through the converter in digital form, processed and, after being converted back to analog form, are sent to the output. From an architectural point of view, such microprocessors are analog functional signal converters and are called analog microprocessors. They perform the functions of any analog circuit (e.g., oscillating, modulating, biasing, filtering, encoding and decoding signals in real time, etc., replacing complex circuits consisting of operational amplifiers, inductors, capacitors, etc.). At the same time, the use of an analog microprocessor significantly increases the accuracy of processing analog signals and their reproducibility, and also expands the functionality due to software "tuning" of the digital part of the microprocessor to various signal processing algorithms.

By the nature of the temporary organization of work, microprocessors are divided into synchronous and asynchronous.

According to the organization of the structure of microprocessor systems, microcomputers are single- and multi-line.

By the number of programs to be executed, single- and multi-program microprocessors are distinguished.

Main characteristics. The structure of a typical microprocessor.

The microprocessor is characterized by:

1) clock frequency, which determines the maximum time for switching elements in the computer;

2) bit depth, i.e. the maximum number of simultaneously processed binary digits.

MP capacity is denoted by m/n/k/ and includes: m - capacity of internal registers, determines belonging to one or another class of processors; n - bit width of the data bus, determines the speed of information transfer; k - bit width of the address bus, determines the size of the address space. For example, MP i8088 is characterized by the values m/n/k=16/8/20;

3) architecture. The concept of microprocessor architecture includes a system of commands and addressing methods, the ability to combine the execution of commands in time, the presence of additional devices in the microprocessor, the principles and modes of its operation. Distinguish between microarchitecture and macroarchitecture.

The microarchitecture of the microprocessor is the hardware organization and logical structure of the microprocessor, registers, control circuits, arithmetic logic units, storage devices and information highways connecting them.

Macroarchitecture is a system of instructions, types of processed data, addressing modes and principles of microprocessor operation.
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Figure. 7.2. Architecture of a typical microprocessor.

The microprocessor coordinates the operation of all devices of the digital system using the control bus (CB). In addition to the SHU, there is a 16-bit address bus (AB), which serves to select a specific memory cell, input port or output port. An 8-bit information bus or data bus (IB) carries out bidirectional transfer of data to and from the microprocessor. It is important to note that the MP can send information to the memory of the microcomputer or to one of the output ports, as well as receive information from the memory or from one of the input ports.

The read-only memory (ROM) in the microcomputer contains some program (in practice, the computer initialization program). Programs can be loaded into a random access memory (RAM) and from an external storage device (ESD). These are user programs.

Thus, in the MPS, the microprocessor performs the following functions:

- selection of program commands from the main memory; - decoding of commands;

- execution of arithmetic, logical and other operations encoded in commands;

- management of information transfer between registers and main memory, between input/output devices;

- processing of signals from input/output devices, including the implementation of interrupts from these devices;

- management and coordination of the work of the main units of the MP.

Lecture №8
Light-emitting semiconductor elements.
Lecture plan

1. Radiative transitions.
2. Einstein coefficients.
1. Radiative transitions.
There are three radiative transitions that are important in semiconductor lasers that occur between the conduction and valence bands of the material. A schematic diagram of these transitions is shown below.
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Figure 8.1. Radiative recombination processes: a) absoprtion, b) spontaneous emission, c) stimulated emission.

In Figure 8.1. a) absorption, an electron in the valence band gains energy by absorbing a photon, exciting it to a higher energy level within the conduction band. The energy gained by the electron is equal to the energy of the photon. 
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(8.1)

Not all the electrons interact with the photons of light. The rate that electrons will be absorbed is determined by the number of unoccupied states in the conduction band, the number of occupied states in the valence band and density of photons of energy equal to the transition energy. If p2 and p1 are the occupation probabilities of the upper and lower states respectively. 
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A second radiative process, spontaneous emission is shown Figure 8.1. b. An electron starts out in an excited state in the conduction band. When the electron falls back into the valence band it releases its excess energy in the form of a photon with an energy given by (1). The photon emitted by the electron decaying to a lower energy has a random phase and direction. The rate at which excited electrons will spontaneously emit photons is given by (3) , where A21 is the transition probability of an excited particle falling into a vacant lower state. 
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At first, that would seem to account for all the radiative transitions, however, there is a third process that can take place. If a photon is strongly coupled with the electron, it can cause it to decay to a lower energy level, releasing a photon of the same energy. The emitted photon has the same direction and phase as the incident photon. It is this process that is responsible for stimulated emission. The rate of stimulated emission, depends on the occupation probabilities of the upper and lower states as before but also on the photon density r(w ) at the wavelength incident photon energy. 
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(8.4)

Comparing (8.4) and (8.2) we can see that the stimulated emission process is the reverse of the absorption process. In equilibrium, the rate at which electrons are excited into the conduction band is equal to the rate of electrons falling back to the valence band. Therefore, 
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(8.5)

Or
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Solving this equation for [image: image172.png]plha)



, we find: 
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(8.7)

This reduces to:
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(8.8)
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, is the relative occupation probability between the two energy levels and as we are considering a system in thermal equilibrium, this can be replaced by the Boltzmann equation. (8.8) becomes, 
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In addition, we know the distribution of radiation for a body in thermal equilibrium. It is simply the Planck distribution function. 
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(8.10)

Equating (8.9) and (8.10) we obtain two important results:
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 (8.11)
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2. Einstein coefficients
This result was first obtained by Einstein in 1917, so A and B are called the Einstein coefficients. It does not give the values of the coefficient. However, it is possible to calculate the value for A21 from which, the other Einstein coefficients may also be calculated. Further insight can be obtained be studying the ratio of spontaneous emission to stimulated emission. From (8.9) and (8.11) a similar argument leads to an application of the Boltzmann equation and the ratio of spontaneous emission to stimulated emission leads to 
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From this equation it is apparent stimulated emission is dominant when [image: image181.png]hw <<k, T
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The important part of this equation is that the probability of finding an electron in the conduction band has to be greater than the probability of finding an electron in the valence band or alternatively, there must be a population inversion . 
Lecture №9
Semiconductor solar cells.
Lecture plan

4. Principle of operation solar cells.

2. Standard electrical model.
3. Types of semiconductor solar panels.
1. Principle of operation solar cells.
Energy conversion in a photoelectric converter is based on the photovoltaic effect, which occurs in inhomogeneous semiconductor structures when exposed to solar radiation. The photoelectric effect is the emission of electrons by a substance under the influence of light (and, generally speaking, any electromagnetic radiation).

The photoelectric effect does not occur if the frequency of light is less than a certain value characteristic of each substance, called the red border. Enshtein discovered the following formula for the photoelectric effect:
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(9.1)

where hν is the photon energy,

φ - is the work function, the minimum work.
A photodiode is a semiconductor device that converts light into current. The current is generated when photons are absorbed in the photodiode. A small amount of current is also produced when no light is present. Photodiodes may contain optical filters, built-in lenses, and may have large or small surface areas. Photodiodes usually have a slower response time as its surface area increases. The common, traditional solar cell used to generate electric solar power is a large area photodiode.

Photodiodes are similar to regular semiconductor diodes except that they may be either exposed (to detect vacuum UV or X-rays) or packaged with a window or optical fiber connection to allow light to reach the sensitive part of the device. Many diodes designed for use specifically as a photodiode use a PIN junction rather than a p–n junction, to increase the speed of response. A photodiode is designed to operate in reverse bias.

A photodiode is a p–n junction or PIN structure. When a photon of sufficient energy strikes the diode, it creates anelectron-hole pair. This mechanism is also known as the inner photoelectric effect. If the absorption occurs in the junction's depletion region, or one diffusion length away from it, these carriers are swept from the junction by the built-in electric field of the depletion region. Thus holes move toward the anode, and electrons toward the cathode, and aphotocurrent is produced. The total current through the photodiode is the sum of the dark current (current that is generated in the absence of light) and the photocurrent, so the dark current must be minimized to maximize the sensitivity of the device.

Photovoltaic mode.
When used in zero bias or photovoltaic mode, the flow of photocurrent out of the device is restricted and a voltage builds up. This mode exploits the photovoltaic effect, which is the basis for solar cells – a traditional solar cell is just a large area photodiode.

Photoconductive mode.
In this mode the diode is often reverse biased (with the cathode driven positive with respect to the anode). This reduces the response time because the additional reverse bias increases the width of the depletion layer, which decreases the junction's capacitance. The reverse bias also increases the dark current without much change in the photocurrent. For a given spectral distribution, the photocurrent is linearly proportional to the illuminance (and to the irradiance). 

Although this mode is faster, the photoconductive mode tends to exhibit more electronic noise. The leakage current of a good PIN diode is so low (<1 nA) that the Johnson–Nyquist noise of the load resistance in a typical circuit often dominates.
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Figure 9.1. I-V characteristic of a photodiode. The linear load lines represent the response of the external circuit: I=(Applied bias voltage-Diode voltage)/Total resistance. The points of intersection with the curves represent the actual current and voltage for a given bias, resistance and illumination.

A solar cell, or photovoltaic cell, is an electrical device that converts the energy of light directly into electricity by thephotovoltaic effect. It is a form of photoelectric cell, defined as a device whose electrical characteristics, such as current, voltage, or resistance, vary when exposed to light. Solar cells are the building blocks of photovoltaic modules, otherwise known as solar panels.

Solar cells are described as being photovoltaic irrespective of whether the source is sunlight or an artificial light. They are used as a photodetector (for example infrared detectors), detecting light or other electromagnetic radiation near the visible range, or measuring light intensity.

The operation of a photovoltaic (PV) cell requires 3 basic attributes:

· The absorption of light, generating either electron-hole pairs or excitons.

· The separation of charge carriers of opposite types.

· The separate extraction of those carriers to an external circuit.

In contrast, a solar thermal collector supplies heat by absorbing sunlight, for the purpose of either direct heating or indirect electrical power generation from heat. A "photoelectrolytic cell" (photoelectrochemical cell), on the other hand, refers either to a type of photovoltaic cell (like that developed by Edmond Becquerel and modern dye-sensitized solar cells), or to a device that splits water directly into hydrogen and oxygen using only solar illumination.
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Figure 9.2. A solar cell made from a monocrystalline silicon wafer with its contact grid made from busbars (the larger strips) and fingers (the smaller ones).
2. Standard electrical model.
The standard electrical model for a single crystal silicon cell is the single diode solar cell model (Figure 9.1)
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(9.2)
where, Ipv is the photocurrent generated under the action of solar radiation;

Io - reverse saturation current, VT=kT/q - thermal voltage of the semiconductor diode;

q -  is the electron charge;

k - is the Boltzmann constant;

a - is the diode ideality factor;

Rs and Rp are series and parallel resistances.
Figure 9.3 shows an electrical equivalent circuit containing an ideal current source (Ipv), series and parallel resistance, denoted in the figure as RSH (shunt) and Rn and corresponds to the parameters Rp and Rs in formula 9.1.

The current-voltage characteristic of a photovoltaic cell is shown in Figure 9.3. Each point of the graph of the current-voltage characteristic (CVC) corresponds to the magnitude of the voltage and current generated by the cell on an electrical load with a different electrical resistance R (RL in Figure 9.1). The value of RL of the consumer of electrical energy is chosen in such a way as to achieve the location of the solar cell at the point of maximum power (point a in Figure 9.3). At this point in the current-voltage characteristic, the maximum electrical power is generated by the solar cell.
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Figure 9.3. The current-voltage characteristic of the solar cell and the point of maximum power on the I-V curve (a).
3. Types of semiconductor solar panels.
Types of semiconductor panels are divided into: monocrystalline silicon solar cells, polycrystalline batteries, thin-film solar cells (Table 9.1).

Modules made of single-crystal silicon (Figure 9.2) are the most energy efficient, capable of delivering efficiency indicators of about 20%. Single crystals are the most expensive, while amorphous or polycrystalline silicon is cheaper (Figure 9.2.).
A silicon single crystal grows on a seed that is slowly pulled out of the silicon melt. The rods obtained in this way are cut into pieces with a thickness of 0.2 to 0.4 mm. The latest generation panels have special polished glass, which is more resistant to dust accumulation on its surface. Sometimes, the panels are coated with corrugated glass - due to this, less reflection of light incident at an indirect angle is provided, which means that the efficiency of solar panels increases in morning and evening lighting. According to external parameters, they are absolutely the same, they differ in intense blue light. Their efficiency reaches 15%, but the price is much lower. Solar polycrystalline modules have an excellent quality-to-cost ratio, which is feasible due to a cheaper manufacturing process (Figure 9.4). Such modules differ in appearance from the rest due to the random structure of the crystals of the elements. They have a lower efficiency than single-crystal, and are also less stable over time.
Table 9.1. Maximum efficiency values of photocells and modules achieved in laboratory conditions.

	Type 
	Type of solar cells
	Efficiency (%)

	Silicon
	Si (crystalline)
	24

	
	Si (polycrystalline)
	20,3

	
	Si (Thin Film Transfer)
	16,6

	
	Si (thin film submodule)
	10,4

	AIIIBV
	GaAs (crystalline)
	25,1

	
	GaAs (thin film)
	24,5

	
	GaAs (polycrystalline)
	18,2

	
	InP (crystalline)
	21,9

	Thin films of chalcogenides
	CIGS (photocell)

CIGS (submodule)

CdTe (photocell)
	19,9

16,6

16,5

	Amorphous/Nanocrystalline silicon
	Si (amorphous)

Si (nanocrystalline)
	9,5

10,1

	Photochemical
	Based on organic dyes
	10,4

	Organic
	Organic polymer
	5,15

	Multilayer
	GaInP/GaAs/Ge

GaAs/CIS (Thin film)
	32,0

25,8
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Figure 9.4. Polycrystalline silicon modules.
Polycrystalline silicon modules are gaining popularity due to their flexibility and thinness. Amorphous silicon batteries are the most common. The efficiency is lower than that of polycrystalline batteries and is about 10%. But the disadvantage fully pays off with the ability to capture scattered rays of light. When compared with poly- and single-crystal batteries in bad weather conditions, then thin-film ones will be the most effective. Therefore, in total, you can get up to 15% efficiency from such a panel.

Lecture №10
Microelectronics and nanoelectronics.

Lecture plan

1. Microelectronics.
2. Nanofabrication.
3. Molecular Electronics.
4. Quantum computer.
1. Microelectronics.
Microelectronics is a subfield of electronics. As the name suggests, microelectronics relates to the study and manufacture (or microfabrication) of very small electronic designs and components. Usually, but not always, this means micrometre-scale or smaller. These devices are typically made from semiconductor materials. Many components of normal electronic design are available in a microelectronic equivalent. These include transistors, capacitors, inductors, resistors, diodes and (naturally) insulators and conductors can all be found in microelectronic devices. Unique wiring techniques such as wire bonding are also often used in microelectronics because of the unusually small size of the components, leads and pads. This technique requires specialized equipment and is expensive.

Digital integrated circuits (ICs) consist mostly of transistors. Analog circuits commonly contain resistors and capacitors as well. Inductors are used in some high frequency analog circuits, but tend to occupy large chip area if used at low frequencies; gyrators can replace them in many applications.

As techniques improve, the scale of microelectronic components continues to decrease. At smaller scales, the relative impact of intrinsic circuit properties such as interconnections may become more significant. These are called parasitic effects, and the goal of the microelectronics design engineer is to find ways to compensate for or to minimize these effects, while always delivering smaller, faster, and cheaper devices.

Nanoelectronics refer to the use of nanotechnology in electronic components. The term covers a diverse set of devices and materials, with the common characteristic that they are so small that inter-atomic interactions and quantum mechanical properties need to be studied extensively. Some of these candidates include: hybrid molecular/semiconductor electronics, one-dimensional nanotubes/nanowires, or advanced molecular electronics. Recent silicon CMOS echnology generations, such as the 22 nm diode, are already within this regime. Nanoelectronics are sometimes considered as disruptive technology because present candidates are significantly different from traditional transistors.

2. Nanofabrication.
Main articles: Nanocircuitry and nanolithography
For example, single electron transistors, which involve transistor operation based on a single electron. Nanoelectromechanical systems also fall under this category. Nanofabrication can be used to construct ultradense parallel arrays of nanowires, as an alternative to synthesizing nanowires individually. 

Nanomaterials Electronics

Besides being small and allowing more transistors to be packed into a single chip, the uniform and symmetrical structure of nanotubes allows a higher electron mobility (faster electron movement in the material), a higher dielectric constant (faster frequency), and a symmetrical electron/hole characteristic. 

Also, nanoparticles can be used as quantum dots.

3. Molecular Electronics.
Main article: Molecular scale electronics.
Single molecule devices are another possibility. These schemes would make heavy use of molecular self-assembly, designing the device components to construct a larger structure or even a complete system on their own. This can be very useful for reconfigurable computing, and may even completely replace present FPGA technology.

Molecular electronics is a new technology which is still in its infancy, but also brings hope for truly atomic scale electronic systems in the future. One of the more promising applications of molecular electronics was proposed by the IBM researcher Ari Aviram and the theoretical chemist Mark Ratner in their 1974 and 1988 papers Molecules for Memory, Logic and Amplification, (see Unimolecular rectifier). 

This is one of many possible ways in which a molecular level diode / transistor might be synthesized by organic chemistry. A model system was proposed with a spiro carbon structure giving a molecular diode about half a nanometre across which could be connected by polythiophene molecular wires. Theoretical calculations showed the design to be sound in principle and there is still hope that such a system can be made to work.

Other Approaches.
Nanoionics studies the transport of ions rather than electrons in nanoscale systems.

Nanophotonics studies the behavior of light on the nanoscale, and has the goal of developing devices that take advantage of this behavior.
4. Quantum computer.
A quantum computer is a means of computer technology, where the operation of the central processor is based on the laws of quantum mechanics. Such a computer is fundamentally different from traditional PCs based on silicon chips. So far, the quantum computer is a device that many researchers in the physics of computing are talking about.

This device uses for calculation not classical algorithms, but processes of quantum nature - quantum algorithms that use the effects of quantum mechanics, such as quantum parallelism and quantum entanglement.

The basis for calculations of this type is a qubit - a system in which the number of particles is similar to the momentum, and the phase variable (energy state) is the coordinate. The phase qubit was first implemented in a laboratory at the University of Delft and has been actively studied ever since.
Unlike an ordinary bit, which can only have the values 1 and 0, a quantum bit (qubit) can be in a superposition of these states, that is, simultaneously in the value of 1 and 0. In practice, a qubit can exist in a variety of combinations of these values, which in the future enable the creation of ultra-fast computers. Qubits will be the building blocks of future quantum computers capable of solving problems that are practically inaccessible to classical digital computers. To perform calculations on a quantum computer, it is necessary to bring several qubits into interaction, and in such a way that they form a single quantum system. Then this system must be allowed to develop according to the laws of quantum mechanics and, after a certain time, find out what state it has come to.

As the number of combined qubits grows, the computational power of such a quantum system grows exponentially. In theory, this allows a quantum computer to perform tasks that would take a conventional digital computer millions of years to complete. For example, the so-called Shor algorithm has long been known, which allows you to quickly decompose large numbers into prime factors (a task necessary for breaking modern ciphers). Ordinary computers solve this problem by searching for possible divisors, so modern computers can process long numbers for years. A quantum computer could accomplish such a task in minutes or even seconds, depending on performance.
The volume of data created daily is simply enormous, and modern computers can no longer always keep up with such volumes. Modern supercomputers are still too slow to perform some of the most important scientific tasks, such as testing the effects of new drugs at the molecular level.

By being able to perform very complex calculations much faster, or even simulate these drugs at the molecular level, quantum computers are able to provide much-needed increases in performance and speed. Most experts agree that quantum computers are our chance to meet the challenges of the 21-st century.
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